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Preface

AiThe Seventeenth Symposium on the Interface of Computer Sciences and Statistics was held in the
Radisson Plaza Hotel, Lexington, Kentucky on March 17-19, 1985. The conference was hosted by the
University of Kentucky. The format for the Symposium was very imilar to the preceding symposia in
the series. Dr. John Nash presented the keynote address on Monday morning. This was followed by two
sets of three parallel sessions and workshops. On Tuesday there were three sets of three parallel
sessions.

j4
The sessions encompassed a broad range of topics. A number of sessions dealt with computational

methods for traditional statistical areas. These included Time Series, Nonlinear Models, Repeated
Measures Data Analysis, and Categorical Data Analysis. Some sessions were in the relatively new areas
of Statistics such as Artificial Intelligence, the Metadata of Computational Processes, Statistical
Computing Languages, and Statistical Workstations. There were also sessions in Numerical Methods,
Density Estimation, Teaching of Statistical Computing, Statistical and Mathematical Software and
Graphics. During one session the entire audience participated in a round table discussion on the "
Performance of Statisticians with Statistical Software. Written versions of nearly all these papers--
are in this volume.. A few papers were not included because of prior copyright elsewhere or because
the manuscript was not received from the authors.

A large number/of people helped make the Seventeenth Symposium a big success. The organizing
committee was Gary Anderson, Kenneth Berk, Thomas J. Boardman, Daniel B. Carr, William F. Eddy, Alan
B. Forsythe, Richard J. Heiberger, Sally E. Howe, Robert E. Kass, William Kennedy, J. Richard Landis,
John Nash, Wesley L. Nicholson, Gordon Sande, Victor Solo and Constance L. Wood.

The office staff of the Department of Statistics, particularly Debra Arterburn and Brian Moses,
oversaw'the correspondence and bookkeeping, maintained a participant data base, assembled registration
packets, and manned the registration desk. Wimberly C. Royster, Dean of the Graduate School, M. A.
B.Wr, Dean of the College of Arts and Sciences, and Joseph M. Gani, Chairman of the Department of
Statistics, were all very supportive and made many resources of the University available for the
Symposium.

The facilities of the Radisson Plaza Hlotel were extremely nice. Thanks are extended to Cindy
Edwards and the rest of the Radisson staff. The Greater Lexington Convention and Vistors Bureau
welcomed participants at the airport, provided literature on things to do and places to cat, and also
helped with the registration.

The American Statistical Association was helpful in many ways. The efforts of Randall Spocri
and Jean Smith are particularly appreciated. Financial support for the Symposium came from the
Office of Naval Research and the University of Kentucky.

David M. AlIen
ce iLor Lexington
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Joh C. Na,. s
.5;J

Keynote Address "..j

TAKING IT WITH YOU -- PORTABLE ST rISTICAL COMPUTING /""

3ohn C. Nash

Faculty of Administration

University of Ottawa
Ottawa, Ontario. KIN 6N5

Canada

The subject of the presentation is the needed or wanted basis for

portable statistical computing -- the infrastructure statisticians
should have in order to carry out desired statistical computations

wherever they happen to be. Expanding on this theme, we will examine
what this basis implies for statistical software, the data sets we

examine, our own practices and "documentation" in the widest sense, the
computing hardware and software environments useful to support this

activity, and the standards needed to assist us in rendering our work

portable.

INTRODUCTION 41 tabulation and display mechanisms,

which are separated from methods to

As an active user and promoter of small reflect the necessary involvement of

computer solutions to both scientific machinery to effect the desired

and general administrative problems, outputs

and as scientific computing editor for

Byte magazine, I am clearly identified 5) the training, education and

with that proliferating technology research (self-education of the

rollectively called the "mlicrocomputer profession) to improve the overall

,evolution". However, the main technology of statistical computing as

nL-jective of this presentation does NOT practised.

5-incern microcomputers, e<c,.pt where
fhe gadgetry illustrates how obstacles Here we do not consider the analysis of

In pa-tability of statistical computing the results of computations as part of 2

,ise or may be overcome. In wrin Lin, the task at hand. However, this
t i -ia

t
<e our work as free F r , ties to distinction is blurred by the

.1.-njP aphic locations as pc-nci-le, I development of expert systems for

firmly believe that clear thinking and particular areas of statistics.
a wide perspective are fas lur e

important than brilliance in the design The basis of statistical computing

of a specific piece of hardware or listed above is in the doma'n of ideas.

software. Their realization is the work upon
which many of us labour. We endeavor

first to render the ideas in greater
STATISTICAL COMPUTING -- DEFINITIONS detail as generalized software --

computer programs, data files and
The basis of statistical romputing has, structures, books, research papers,

in my opinion, five facets: presentations, and designs of graphics. . -
Second, wie try to put the ideas into

I) methods for data analysis and the "hardware" forms -- disks and
statistical interpretation tapes, paper, integrated circuits,

audio/visuals. The juxtaposition of
2) data which is to be the subject of these software/hardware ideas is

analysis or computation deliberate, in that it focuses

attention on the possibility that there
3) documentation of what WE -- the may be several renderings of an idea in

statisticians -- do, that is, of different "languages" of expression and t

statistical practice different media of recording.

'4 %
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PORTABILITY particularly John Tukey. have presented
similar categorization lists. In

One can think of several routes to make transferring data from one set of

serious statistical computing portable. workers to another, we must take

Portable personal computers of account of some or all of the above

considerable power are now available, attributes. The task of developing a

some of which are battery powered and generalized format to accommodate these

need no AC power supply. The hardware, needs is not a trivial one. With Fred

however. needs to be complemented by Brown. a research assistant. I have

suitable software, and our data must be tried to develop such a format, but do

at hand in a useful form. Neither of not yet feel satisfied that it is ready

these lotter requirements is currently to publish.

satisfied, but the availability of the

machinery will entice developments

to appear over the next few years. TABULATION AND DISPLAY

To gain access to more powerful The aspects of tabulation and display

computers and software, and to larger which render them useful as tools for . "

data sets than may be accommodated on a statistical analysis are the very -6

portable microcomputer, we may look to features which are obstacles to

long-distance communication via portability. These can be summarized

terminals. Here the major limitations aS form, style and practice. Form will
are on the flexibility and convenience reflect the overall type of design

of data and command input and of followed. Cleveland ([I], [21, [31) has

displays or printed output. Few voice made a number of observations on form

or data communication facilities have which also reflect on style -- how the

sufficient capacity for detailed particular form it translated to the

graphics, either input or output. object seen. The impact of available

machinery on form and style chosen is

Despite their present limitations, obvious if one considers but one

various communications technologies example, the Chernoff face. This

available now do allow the sharing of display translates elements of a %
software and data sets, but only if the multivariate observation into features

program or data files are in some sense loosely resembling a human face. I

"standard* so that the recipient may have personally found it a useful

make use of them. To date, standards mechanism for demonstrating results but

for these statistical, as opposed to a rather poor exploratory data analysis

computational, constructs are not in tool. Nevertheless, if one wishes to

place. use "faces", then some way of drawing

them must be found.

Finally, even when the ideas behind a

particular statistical computation have Traditional approaches (Flury &

been transmitted between practitioners, Riedwyl, 1981) use plotters of various

we may observe that the results types. One can envisage bit-map £

obtained by the different workers are displays of modern microcomputers (e.g.

not the same. Ultimately, we need a Macintosh) being suitable, but

commonality of approach and methods at conventional computer terminals lack

a relatively detailed level. Simply the flexibility to 'draw" the necessary

specifyitq a method, for example linear graphs. An alternative approach is to

regression, is far from sufficient, change the style, and to some extent
the form, of the "face" and use

We now examine some of these ideas in printer-plot ideas. Turner & Tidmore

more detail. (1981) developed a FORTRAN program for

this which was relatively easily
transferred to the Amdahl mainframe at

DATA the University of Ottawa by Mr. P.

Beynon, one of my students. Later Fred

Data has many attributes: format, Brown designed a face-drawing program

medium, content (or lack thereof), in BASIC for an Osborne i, in the

timeliness, volume (of data), history process applying some ideas from
(author, origin, methods of gathering, portraiture to improve the "facial"

notes and opinions), imputation p

methods, sampling design, aggregation It

procedures, whether "raw" or "cooked", statisticians areheunlikelysto be

security ar confidentiality status (Is ike

owe this addition to a conversation satisfied with just one of the above ,

with Gordon Sands). Other workers, alternatives being available. When

% %,



graphical devices are avai.lable, the trend is toward packages, even though
printer-plot in unlikely to satisfy, this may make it more difficult to

Therefore, a range of software is going perform particular computations in -

to be needed, all pieces of which particular computing environments. The
should interface easily to the data and usual form in which packages are

to the command processor, thereby distributed is as an ensemble of code
allowing the statistician to control executable on a particular computer
the computations, configuration, since it runs against

the producers' interests to have users
As a footnote to this discussion. I transport (steal?) the code to other
would Ilk& to point out that machines. Libraries are usually
statistical displays of a relatively available only in machine (object) code
advanced nature are being used outside form, while the individual programs of
the orofession. On Monday. March 11, statistical software may be found as
1985. nn peqe B6 of the Toronto Globe source code.

rnd Mail (Report on Business) is a

"I-ite nicely executed set of star Source code must be expressed in some
displays with an interesting choice of programming language, and most object

axes directions and scalings. This code reflects some of the constraints
serves to underline the need for implicit in all programming languages.

standardization of the practice of The languages themselves echo features
tabulation and display so that readers of the hardware which is available --

moving from one set of displays to floating-point arithmetic, graphical
another are not fooled by a simple devices, memory management. At the
change in the conventions, hardware level, we note that there are

many established international,

national or institutional standards
METHODS which have been agreed and adopted. (I

specifically exclude the so-called
Methods are the translation of "industry standards" created by
statistical thought into procedures. advertising copy writers.) Programming
The greatest obstacle here to language standards are gradually having
portability is the many levels of an influence on the software being

choice in transferring the general idea written, but to my knowledge there are
into a specific and unambiguous no standards yet being considered for
procedure. For instance, in the design and expression of program

considering the general method of packages. For the user to be able to
regression, 100 years old this year, we begin using one package after
must first decide between the usual experience with another, some
least squares loss function or other reasonably simple guidelines are
metrics, second (assuming least clearly needed for the user interface,

squares) whether conventional linear, for the meaning of commonly used words.
ridge or nonlinear approaches should be and for accessing data, devi..es, or

used, and third (assuming conventional other computing resources.
linear l.s.) which algorithm to
implement. Even having chosen a As statisticians we should be more
particular algorithm in general, for aggressive in supporting existing
example, solution of normal equations, standards, even as we begin the search

OR decomposition or singular value for new ones to cover our particular
decomposition of the independent area of work. Our lack of awareness of

variable matrix (Nash, 1984, p. programming standards is illustrated by

166ff), we may have to select an code published by Frank (19811 in the
implementation approach. Journal of the American Statistical

Association. In a program barely one
So far, we have no executable program page In length, practically each line
code. Software is the realization of has some construct or other which is
methods, and once again it is the non-standard, a typographical error, or
diversity of options which hampers the a stylistic fault. If the purpose in

portability of the statistical publishing this code in to allow its

computations. We may choose to use by other statisticians. then the

oruniz byr othertca Statfticans thnSh
oa ec o r librar o rea editors h even more than the author,individual programs which stand alone. have missed the target!" -"";as a collection or library of related .,

programs and/or subroutines, or as an
integrated package not requiring the

% user to provide controls or operating

system commands. Clearly the current

. . . . ....-



HANDLING CHOICE one avenue for airing differences of

opinion. For discussions at a more

To render our computations portable to detailed level, workers may want to

other computing environments and consider establishing electronic mail~practitioners. I suggest four main conference%. moderated by knowledgeable %

routes: researchers who can focus discussion. %

1) Documentation of sufficient quality DOCUMENTATION

is needed so that all relevant details
of the implementation of a method or My firm opinion is that good

the characteristics of a data set or documentation is the core of advances
approach to an analysis are clearly in portability, and should mention the

discernible. Special features -- the following:

exceptions to the rules -- need to be
noted. - the data or type of data which can

be/was analyzed

2) Statisticians need to agree, either - the methods, algorithms, software

formally or informally, on the used
procedures and ideas of standard - the time/date when each entry in the

algorithms and practices. While the documentation was made

effort to formalize agreement may - all edits (of data / methods I

appear to be enormous, there is a documentation)
growing body of work which is carried - observations / comments / hunches

out by specific methods attributed to - the name(s) of persons adding to or
workers by name, for example, changing documentation.

Marquardt's method for nonlinear least j
squares parameter estimation. Such TRAINING, EDUCATION AND RESEARCH

methods can be written down clearly
(Nash. 1979) in step-and-description Portability of statistical computing

form, and modifications can be noted in concerns the transfer of ideas, which

suitable documentation. However, the at present is plagued by our academic

will is needed to perform activities traditions. These have led to delays

*seemingly peripheral to statistics, in publication because of the financial

pressures on Journals and the slowness

3) For most statistical analysis the of refereeing and review. Worse, since

computations may be consioered academic workers' career development

conventional. To avoid disagreements depends in part on journal articles,

over the results, standard computer there is little credit for

programs and data handling procedures non-traditional forms of idea transfer

are needed. Again, the effort to -- computer conferencing, software

obtain formal agreement may not be development, computer aided instruction

required, since many statisticians are development. It is also clear that

using a relatively small set of use is going to be made of statistical
packages such as Minitab. SAS, SPSS or computation by those who have had no
DMDP. There is a considerable interest part in developing the tools -- new

in the development of test problems statisticians, professionals in other
(see the workshop session 'Measuring disciplines, and the general public.
the performance of statisticians with The last group is an increasing "user'

statistical software* of these in developing business or public

proceedings) and it is likely the policy, where it Is Important to argue
producers of packages will align their the consequences of decisions rather

major programs to produce similar than the validity of the data or

results in order to avoid criticism and methods. Consequently, impatience with

consequent marketing headaches. Once results which cannot be repeated is to

again, variations on a theme need to be be expected, and the codification and

documented. Moreover, the existence of standardization of statistical practice

a standard method should not prevent can have a large payoff.

researchers from attempting different 461:
approaches. A by-product of such codification is

that it permits expert systems, either

4) Mechanisms need to be established tactical (for specific types of

for resolving real or apparent computations) or strategic (to

inconsistencies in results, recommend global approaches to data

Statisticians are in the forefront in analysis), to be developed.

this regard, since our journals have
adopted a practice of presenting papers
followed by discussions. This presents

r1%7



REALIZATION OF PORTABILITY The third "investment" needed is in the

development of the intellectual

The discussion above has a possible property to be transferred and shared

concrete realization which can be begun among statisticians. Developers will

immediately. The technical have to receive academic credit for

requirements to allow statistical data such work, or it will have to be

and software to be transferred from remunerated in the marketplace. The

location to location via communications latter remuneration requires royalties

technologies can be met, even if not to be paid, suitable cooperative

with great ease. At a minimum, these enforcement of ownership of the

requirements are intellectual property, and attraLtive

pricing and service by the vendors to

1) file formats for programs and data, encourage users to obtain the material

which I would currently recommend be from the authorized source. Indeed,

simple text +files (code may have to be software vendors such as Borland

transferred as hexadecimal digits). International have demonstrated that a

good product at an attractive price

2) file transfer mechanism, such as will not be "stolen" to an appreciable

electronic mail with suitable file extent.

server(s). Byte magazine already

allows users to download programs which PROGNOSIS

have appeared in the magazine, but

access is at the moment via The above recipe for permitting " ..

long-distance voice lines, which are portability of statistical computing

much more expensive than the via a central database of data,

packet-switched data networks. programs and documentation is feasible %

to try now. I believe that the time 
is

3) standards for data and programs. ripe to begin some experiments in

While not yet established, one can restricted areas of statistical

imagine a relatively simple, limited computation to discover the details of

standard for small to medium sized data design which will facilitate further

sets and for the expression of programs progress. Standards for computer

in source code in one or more programs for statistical computations

programming language for a restricted are overdue, particularly for those

class of target machines. which are published in journals. In

order to move from the domain of

The technical requirements, as research to generally available

delineated above, will not be reality, analyses of the risks and

translated into a reality without benefits of commercial investment will

Investments. First, entrepreneurs will need to be prepared, and consortia

need to foresee sufficient rewards to formed to market (partial)

justify the expenditure for a implementations of such systems. This

"head-end" file store to maintain the last point represents the end-goal of

base of data and software with the ideas presented here, and believing

attendant telecommunications hardware that the concepts presented are

and software to allow easy access for feasible to carry out, I have started

(possibly) naive users. The hardware to seek business alliances to realize

for telecommunications at the present them. However, I hope that those in

time should probably link to one or the audience who do not accept the **•

more of the public packet switched total parcel presented will still find

networks rather that the usual valuable points within the discussion.

voice-line telephone. Software must Finally, while I have focussed on T.

handle both the database am well as the moving ideas rather than people and

user interface. Simple but effective machinery, it should be kept in mind

charging algorithms are needed so that that there are often reasons why it is

revenues can be recorded and collected necessary to travel and transport in

without undue difficulty for order to take our statistical

subscribers, computations with us.

The development of standards requires

investments of time and money on the REFERENCES

part of those involved in statistical
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yet participated (as statisticians) in Statistician 38 (4) (November 1984)

these types of activities. 261-269.
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ON BOOTSTRAP ESTIMATES OF FORECAST MEAN SQUARE ERRORS FOR AUTOREGRESSIVE PROCESSES ..

David F. Findley.

5-...

Statistical Research Division l

Bureau of the CensusI -
Washington, D.C. 20233

This paper presents several analyses which suggest that the bootstrap procedure used ;.

by Freedman and Peters to simulate errors in forecasting future values of an econo-
metrically modelled process is of limited usefulness for estimating mean square fore- "

cast errors.

1. INTRODUCTION "2. BOOTSTRAP ESTIMATES OF UNCONDITIONALCESSES

Freedman and Peters (1984) recently applied MEAN SQUARE FORECAST ERROR '''

a resampling procedure (the "bootstrap") to".'
Sbtain estimates of mean square error for the

forecasts from an autogr ession with exoge- The simple bootstrap procedure of Freedman and
neous terms. In this paper, we start with a Peters we described below would appear to be
theoretical analysis of their suggested appropriate when observations Yifli,YT are
procedure for the case of (not necessarily

sttoar)atoerssv odl itotavailable from a time series obeying a general ::
statonay auorgrssv models withoutio p fth frFgenous terms and later descrie two situtoreA SQUArereS T o

atrons in which the same conclusions hold in

the presence of exogenous variables. (2.1) Yt " 
+ 

#lYt-i 
+ 

..
+ 
#pyt-p..'¢

The theoretical mean square forecast error + et  (tfp+o)

from an estimated model is the sum of two
components, the mean square forecast error whe re et (t)p+ ) are independent, identically
of the optimal predictor and the mean square distributed random variables with mean 0 and

difference between the optimal forecast and
staetiay) aoreg'sreas me s it tr variance o

2 
which are independent of earlieral

teoenousaterad e' oeat hslatter decrb tosiu;pt oreaut orkressiond Ypt-k ofte form-

component is of order I/T, where T is the tafn- r
length of the observed series .and so is+ y . pnegligible wth large samples. Our theoret- dependent. It is assumed that the order p Is

ical analysis in Section 2 shows that the known and, only for simplicity of notation.
bootstrap estimate of mean square forecast that all of the parameters d , and idntcal

error is the sum of the usual (naive) large-
sample estimate of'the first component, eas- are unknown. Define_ = (,, .... ip) For anyearl
ly obtainable without the bootstrap, and a tha Ias forkO ebtian in are inoe-
small-sample estimate of the second. A s

gausslian Monte Carlo value of the second com- d n I e t e

poaent is obtained in Section 3 for series m-nof length 25 from the AR2) models used in (2.2) YT+m a o tJ 0 ejeT+m-j

the study of Ansley and N (wbold, along with
the valueof the roo

t 
mean square error a we-n

(rmse) of the large-sample estimator of the + fF81(YT,....YT-p+0

m-step-ahead forecast error, for m - 1. 2 - .and 5. In these examples the rmse is always where the coefficients 0
( I)  

i , 2.1).t satisfyn

suhstan Monte arlo van the O(IT) compo-
nent, supporting the observation of Stne mn(J,p)(o82) that estimates of the second com- (2.3) -O k *j-k 2 0 (O " -),

-7
ponent are of little use In estimating mean-N.'.yp-
square forecast error unless better estima-
tors of the first component are availablew and where fmfc(yT,s ....YT-p+ ) is linear in

In the final section, we discuss conditional
forecast mean square errors assoc(a2.e3)wh YT-....YT-p+l and . For example, if p-1. then "

predictions of the future of the observed
sample path, and conclude that in this context lj - and fm[(

8
,#I)](yt) - 6(1 + 41 

+

as well, the bootstrap's potential contribu-.
tion seems limited. + *T1) + Tiyt" The two expressions on the

%9.
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right hand side of (2.2) are stochastically If T is small, however, then the second term
independent since e's are independent of on the right in (2.5) need not he negligible.
earTier y's. It follows from this that Also, the quantity (2.6) may be an mnade-
fmo(YT..... YT+p-0) describes the optimal

forecast (the conditional mean of YT+, given qute approximation to a2 1 j For the%

Yl ~ ~ ~ ~ ~ ~ ~ . ... ,FT) thehtm-[ ]#

rn-1
Y1...;,YT) and that )J *eT+mj is the result- situation in which T is small, Freedman and
in orecas error Peters (1983) propose the following bootstrap

procedure. Define
This optimal forecast cannot be jrecisely deter-
mined because 6 is unknown. If V" et " Yt - 6 - I - "ipYt-p
(t ... -,?p)is any estimate oT e obtained

-- t . p+l,....T %
using Yi.... *,YT, then fm](yT,... ..yT-F+1) Since we are concerned with the situation in

is a forecast of YT+m with forecast error which only one realization of the series yt
(2.4) YT+m" fm[(YT..... YT-p+I) is observed, we will now regard the Tt's and

- as fixed. We will assume that the sample

sJ-0 + { ] YT..p+I) mean T of the ''s is 0, as happens, for ex-

- fm 6-(YT9 .... YT-p+l)}. ample, whene is chosen to mrinimLze 3 2(T-p)in (2.1). (U~therwise, use -t " in place '

Since the et+m J , J-O,...,m-1 are independent of 
m-

of ft below.) Then if we define e*, t>p 9e, the two terms on the right hand side of
by successive independent draws with replace-

(2.4) are independent. Consequently, using E ment from ({p+1, .... .}  we obtain a
to denote expectation, the mean square m-step-
ahead forecalt error when the forecast is series of identically distributed random var-
given by fmfI](yT.... YT-p+I) satisfies

-ables with mean 0 and variance 1 2 (T-p)('.5) E(YT+m - fmAF](yT,..yTp+l)}2  whose comnon distribution is the empiricaldistribution of [ep+! .. ,T)- Now we ,

%(2 1 4  + E(fW6E](yT ... *YT-p+l
)  

define the so-called psuedo-data series, yt,

by means of y* - Yt' l<t~p and
fme[](yT .... YTp+) • + , *

-p 1(2.8) Y = t + ... + *pt-p
If T is large, and 6 is a consistent estimator of e .

8 (e.g. from least squares, if Ejetl <- for
The e*ss are independent of earlier y*5* Let

some c>2, see Lai and Wet (1983)), then the *
second term on the right in (2.5) can be ig- 8 denote the value corresponding to _when
nored and the mean square forecast error can
be adequately approximated by yl.....yT are used in place of the orig-

- inal values y, .... yT: For example, if e was ob-
*(2.6) 02(T-p) I m- #1*

30 tained by least squares, we choose e* so that

AA
where the *'s are obtained by using 4's in T * 6* **

t lyt- - pYt
(2.3), and "2(T-p) Is given by tp+"

(2.7) 2 (T-p) - (T-p)-I -p s minimized.

t-p+I We have now created an analogue of the orig-
inal situation, but one in which we can use a

{Yt - -" t -lY - ' pytp)2 . (psuedo-) random number generltor to simulate : .[

draws with replacement from { ,p+l....,IT) and

... ......


